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Abstract 

The current time is specific with loads of information that are stored about weather, sport or 

financial products. In financial market are used automatized algorithms that trade automatically 

based on various market information. These trades are made on second basis that implies 

possibility of price changes in a very short time frame, so financial markets produce loads of 

data. Consequently, there is higher probability to face an outlier and standard methods are not 

able to process them correctly. ARMA processes are well known and widely used in the 

financial sector. One of the important steps is to estimate an order of the process and outliers 

often cause bias in the order estimation. In time series theory there exist several outlier models 

such as additive outliers (AO), replacement outliers (RO) or innovations outliers (IO). We show 

importance of robust methods for ARMA order estimating via simulation study. Several robust 

methods are compared with standard methods. In addition we provide also real data study. 
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Introduction 

ARMA process is a well known and widely used to explain residue of randomness in the 

random process. ARMA order estimating is a very important step in time series analysis. After 

solving seasonality and stationarity of the process we need to estimate ARMA orders and then 

we can estimate the parameters. 

Currently, when we are facing the big data problems, the importance of using robust 

methods is growing. Robust methods are usually more insensitive to outliers and they give 

better estimation in case of outlier presence. It was already shown by (Chan, 1992).  

(Dürre, 2015) made a nice overview of the most important robust methods. For more 

detailed description of the method you can see (Maronna, 2006), (Ma, 2000) or others. 
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In Section 1, we establish some notation that we work with in this paper. In Section 2, 

we briefly introduce 2 robust method and the standard method that we use in our comparison. 

In Section 3, we show results from our simulation study, by which we compare the methods. 

 

1 Definitions and notation 

Let us define Gaussian white noise, which is a zero mean mutually uncorrelated time series 

 0, Nnn   with unknown constant variance 02  . 

We define an autoregressive process AR(p) by equation 

,2211 npnpnnn XXXX    
    

(1) 

where Rp  ,,, 21  are parameters,  0, Nnn   
is a white noise and .0p  

We define a moving-average process MA(q) by equation 

,2211 qnqnnnnX    
    

(2) 

where Rq  ,,, 21  are parameters,  0, Nnn   
is a white noise and .0q  

Finally, we define an autoregressive–moving-average process ARMA(p,q) by equation  

,22112211 qnqnnnpnpnnn XXXX    
  

(3) 

where Rqp  ,,,,,,, 2121   are parameters,  0, Nnn   
is a white noise and 

.0, qp 
 

We define an autocovariance function of lag k R(k)of stationary process  0, NnX n   

as   

  ,)( 0   XXEkR k      
(4) 

where μ is an expected value of the process. 

Let us define autocorrelation function (ACF) of lag k )(k  of stationary process 

 0, NnX n  as 

,
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(5) 

where 
2

X  is an variance of the process. 

Let us define partial autocorrelation function (PACF) of lag k )(k  of stationary process 

 0, NnX n   as 
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(6) 



The 11th International Days of Statistics and Economics, Prague, September 14-16, 2017 

376 
 

where corr denotes correlation and 0

~
X  ( kX

~
) is projection of 0X ( kX ) onto the Hilbert’s space 

spanned by .,,,, 1321 kXXXX   

 

2 Estimation methods 

We introduce briefly all methods that we use in a simulation study. Firstly, we need to estimate 

an autocorrelation function of the process. We have m+1 observations mXXX ,,, 10  , from 

which we estimate the ACF. 

Let us start with a standard method, e.g. (Hamilton, 1994) 
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where X  is an average of mXXX ,,, 10  . 

We introduce two robust methods: method based on the Gnanadesikan-Kettenring 

approach and method based on the robust filtering. 

The method based on the Gnanadesikan-Kettenring approach, which was introduced by 

(Gnanadesikan and Kettenring, 1972), is defined as 
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(8) 

where u is the vector ),,,( 1 mkmkm XXX  , v is the vector ),,,( 10 kXXX   and mQ is robust 

estimator of the scale. It was proposed by (Croux, 1992) and it is defined as: 

  ,,
ljim jiXXcQ      

(9) 

where  l is lth order statistic and l is defined as 
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where    
denotes the floor function. The factor c is for consistency, for the Gaussian 

distribution c =  2.2191. The method of this robust ACF estimator was presented by (Ma, 2000). 

The robust filtering approach takes the time series structure into account. The idea is to 

have robust filtered values instead of the original observation and calculate ACF from these 

filtered values. Practically we replace outliers by some reasonable values. 



The 11th International Days of Statistics and Economics, Prague, September 14-16, 2017 

377 
 

Firstly, we estimate “long” AR process, which we use for robust filtering. Consequently, 

we obtain fitted values using the robustly filtered τ-scale estimate and finally calculate 

autocorrelation function. The method of this robust ACF estimator was presented by (Maronna, 

2006). 

When we already have the estimation of ACF, we are able to estimate PACF too. There 

exist the theorem (e.g. (Yafee, 2000)) describing a relation between ACF and PACF 
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where   represents determinant. Having the ACF and the PACF of the process we can estimate 

orders of the ARMA(p,q) process. 

 

3 Simulation study 

The simulation study was designed in software R and we use R package robts. But the package 

is still not approved by CRAN, so a few functions were coded by authors of this paper to 

validate correctness of the package. After validation we use functions from package to obtain 

estimations in the simulation study. 

We use Bartlett’s approximation (Bartlett, 1946) for determination significant order k of 

ACF 
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if 0)( k for 0qk  . So we search the q0 that holds 
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(13) 

Similarly, for partial autocorrelation function we use Quenouille’s approximation 

(Quinouille, 1949): 
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ARMA process is known as a process without p0 and q0 in (13) and (14). Of course there 

always exist some p0 and q0 (for stationary ARMA process) that will hold both inequalities (13) 

and (14), but long orders are not preferable from the practical point of view. Maximum value 

of p0, respecitvely q0, was being chosen to be 6. If there is no p0 ≤ 6, respectively q0 ≤ 6, we 

assume there exist no p0, respectively q0, at all. 

We use additive outlier model and innovative outlier model (see e.g. (Maronna, 2006)) 

in the simulation study. 

For every case we run 5000 simulations with 1000 observations. For probability (ε) of 

outliers being present in one simulation we choose 3 cases: ε = 0%, ε = 1% and ε = 5%. 

Every simulation is evaluated simultaneously with all 3 described methods as AR with 

order p between 1 and 6, MA with order q between 1 and 6 or general ARMA. In case of 

simulation for AR process we collect MA processes of all orders into one category and 

analogously we do the same for MA process. The simulations are evaluated according the rules 

we mentioned above. 

 

3.1 Autoregressive process AR(2) 

Absolute value of the parameters of the AR(2) process are generated randomly with 

uniform distribution, i.e   .0.1,2.0~Ui . Values close to zero are not taken into account, 

because they are difficult to observe. The sign of the parameters is generated randomly with 

Bernoulli’s distribution with probability of success π= 0.5. Subsequently, we check whether 

these parameters give a stationary process and we repeat the procedure until it is necessary. 

Results for AO model ( 10A ) can be seen in Figure 1. 
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Fig. 1: Process AR(2) with contaminated data by AO model. 

  

Source: Authors’ own calculations 

We can see, that standard method is not able to process the outliers. By increasing 

probability of outlier presence, which means more outliers present in the observations, 

accurancy of correct evaluation of ARMA orders is decreasing drastically. Naturally, the 

standard method gives the best result in case of no outliers in the observations. But the 

difference between the standard method and the approach based on robust filtering is quite 

small. As we expect, both of robust methods give similar result for every probability of outlier 

presence. If we compare only robust methods, approach based on robust filtering seems to be 

better choice. 

Results for IO model ( 10I ) are given in Figure 2. 

Fig. 2: Process AR(2) with contaminated data by IO model. 

  

Source: Authors’ own calculations 
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We can see, that innovative outliers have no impact to the standard method. On the 

contrary, presented robust methods are more sensitive to IOs. Again if we compare only these 

two robust methods, approach based on robust filtering gives better resutls. 

 

3.2 Moving-average process MA(3) 

Similarly as for the AR(2), absolute value of the parameters of the MA(3) process are generated 

randomly with uniform distribution, i.e.
 

  .0.1,2.0~ Ui  Values close to zero are not taken 

into, because they are difficult to observe. The sign of the parameters is generated randomly 

with Bernoulli’s distribution with probability of success π = 0.5. 

Results for AO model ( 10A ) can be seen in Figure 3. 

Fig. 3: Process MA(3) with contaminated data by AO model. 

 

Source: Authors’ own calculations 

The results are much better in comparison with process AR(2). Similarly as for process 

AR(2) with AOs, we can see decreasing trend in accuracy of ARMA order estimating for the 

standard method. Higher probability of outlier presence affects the standard method 

significantly more than both robust methods. Both robust methods seems to process AOs very 

well, the accuracy of ARMA order estimating is almost the same regardless of the probability 

of outlier presence. 

Results for IO model ( 10I ) can be seen in Figure 4. 
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Fig. 4: Process MA(3) with contaminated data by IO model. 

 

Source: Authors’ own calculations 

We can see the similar figure as before that implies robustness of standard method for 

IOs. In this case also robust methods give good results. For ε = 5% we can see slightly better 

results for GK approach in comparison with robust filtering approach. 

 

Conclusion  

We briefly introduced the standard method and two robust methods for ACF estimating. Using 

ACF estimates we estimated also PACF and then we introduced the algorithm for ARMA order 

estimating. 

We provided simulation study and compare the methods. We saw, that the AR process 

is affected by outliers much more in comparison with MA process. 

The AOs have strong impact on the standard method and we should not use the method 

in these situations. Both robust methods gave better results than the standard method. The 

method based on robust filtering looked even slightly better than the method based on GK 

approach. 

On the other hand, the IOs have no impact on the standard method, but the robust 

methods are affected by them. 

We would recommend to check the outlier presence at first. Then we should try to detect 

the nature of outliers. If we detect the innovative outliers, we should use the standard method. 

But if we detect the additive outliers, we should definitely use one of the robust method. 

Otherwise we risk to estimate ARMA orders incorrectly. 
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