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Abstract 

In the paper we focus on the method for estimating IBNR (Incurred But Not Reported) loss 

reserves in non-life insurance based on growth curve modeling (Clark, 2003), called by author 

as the Cape Cod method. The literature proposes a wide variety of methods to estimate IBNR 

reserves, mostly using the chain-ladder technique. In this paper we investigate the method 

based on two-stage estimation of the expected amount of loss to emerge: the estimation of the 

ultimate loss by year and the estimation of the pattern of loss emergence through growth 

curve modelling, in which few restricted assumptions are adopted. Firstly, the method 

assumes that the actual incremental loss emergence follows an over-dispersed Poisson 

distribution and the coefficient of variance is constant. Secondly, as the pattern of loss to 

emerge, log-logistic and Weilbull growth curves are assumed. The aim of this paper is to 

assess the loss reserves applying the nonlinear model to fit the pattern of loss emergence, in 

which different form of growth curve is adopted as well as nonparametric spline fitting. 
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Introduction  

The problem of loss reserves estimation in non-life insurance is crucial in the solvency of 

insurance company. There are a wide variety of methods to estimate IBNR reserves (simply 

loss reserving or claims reserving)proposed in literature, see e.g. (Wüthrich & Merz, 2008). 

The aim of this paper is to propose some modifications of the Cape Cod method for total loss 

reserve estimation based on growth curve modeling proposed by (Clark, 2003) and extended 

by (Zhang et al., 2012). Generally speaking, in first modification we use different algorithm 

for estimation of the parameters in growth curve. In the second modification we focu on the 

growth curve modeling. As the extention of applying two-parametric Weibull and log-logistic 
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curves we use three parametric Gompertz curve and as additionally nonparametric spline 

fitting. 

 

1 Cape Cod method for loss reserving 

In loss reserving, cumulative loss amount is under consideration. Denote the random variable 

cumulative loss amount as Y . Consider a matrix nxnji ty )]([  of the cumulative loss amount for 

insurance claims that occured in year i  (accident year) and reported after jt  months after in 

the year j  (development year). The elements )( ji ty  for 1 nji  are observed data while 

)( ji ty  for 1 nji  represent the future unobserved data. Such matrix is called loss 

triangle and has a general form 

Fig. 1: The cumulated loss triangle 
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The additional column ip  represents earned premium in the accident year i . The reported 

losses are a sum of diagonal elements from the loss trangle. The aim of loss reserving is to 

estimate the ultimate loss Y  for every accident i . In Cape Cod method proposed by (Clarki, 

2003) this estimation is done by  modeling aggregate loss amount based on ultimate loss by 

year i  and the pattern of loss emergence. This pattern shows the percentage loss development 

from 0% to 100%  in months and is modeled by well known growth curves, e.g. taken from 

biology. Assuming some accident year i  and the same pattern of loss emergence for every 

ni ,..,1 , the loss reserve for year i  is 

 ijjii tGtGupY   )];();([ 1 , (1) 

where u  is an ultimate loss ratio for the loss triangle and );( jtG  is the growth curve of 

cumulated losses with vector parameters  . In order to estimate parameters u  and   in 

model (1), the Maximum Likelihood (ML) is used. To find out MLE estimators û  and ̂  
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analytically without the use of an iterative algorithm, three strict assumptions are adopted. In 

first two, it is assumed that the loss in any period has a constant ratio 2
Mean

Variance
 and 2  

is known. Straight calculations gives  
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where m  is a number of reported cumulative losses and p  is a number of parameters in 

growth curve. The third assumption is that incremental losses follow an over-dispersed 

Poisson distribution with probability function  
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Two first moments are then of the form 2)( YE  and 4)( YVar . Estimating 

parameters of (3) through maximum likelihood, the log-likelihood function is as follows: 
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As the parameter 2  is assumed known, the function (4) simplified to the form 

 ])log([),...,;( 1   
m

i
im yyyl . (5) 

Using (1), the log-likelihood  is  

 
)]};();([)]);();([log({),...,;( 111   jji

m

i
jjiim tGtGuptGtGupyyyul

. 

(6

) 

Solving the equation 0

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l
, the MLE estimator û  is received 
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Of course except û , there is still a need to estimate the vector of parameters  . Under given 

û  and ̂ , total loss reserve under the Cape Cod method according to (1) is  

   
i

jji tGtGupY )]ˆ;(ˆ)ˆ;(ˆ[ˆˆ
1 . (8) 



The 7th International Days of Statistics and Economics, Prague, September 19-21, 2013 

1568 

 

The calculations are greatly simplified and the analytical derivation of MLE estimator 

û  is possible under mentioned assumptions. In (Clark, 2003) two mathematical formulas of 

growth curve are applied, two-parametric Weibull and log-logistic. We extend this 

assumptions into three-parametric Gompertz curve. In this case the problem of estimation is 

rather hard to solve analytically, thus we use nonlinear least square (NLS) technique of 

parameters estimation for nonlinear model (1) in place of ML (Bates and Watts, 1988). The 

consequence of this is the normality assumption for incremental losses. 

  

2  Growth curve fitting 

As it can be seen in (1), there is a need to model the pattern of loss emergence in every 

accident year. We examine two approaches in modeling the pattern: one is model-based as in 

(Clark, 2003), but with three-parameter curve and the other is model-free spline fitting.  

Considering model-based approach, since the cumulative losses in development years 

grow probably exponancially rather then linearly, the pattern can be described by growth 

curve. In literature, like in (Zwietering et al., 1990), the analytical forms of this type of curves 

are given. In (Clark, 2003), the pattern of loss emergence is modeled by two-parameters log-

logistics and Weibull curves. The analytical form of these curves is as follows: 

 

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 ])(exp[1);( 
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t
tGW  , ),(   (10) 

In our research we examine three-parameter Gompertz curve of the form: 

 )]exp(exp[);( ttGG   , ),,(   (11) 

As the mathematical formula is known, the vector of parameters   can be estimated using a 

nonlinear regression model  )(tGyi , where   is normally distributed disturbance and 

0)( E , 2)(  Var . Concerning methodology, we apply NLS. The problem in this model-

based method is a proper specification of start values. To obtain these values we use local 

weighted regression (LWR), as in (Cleveland, 1979). Either NLS algorithm or LWR 

algorithm are implemented in R package {stats} (R Core Team, 2012), thus the estimation is 

easy to conduct.   

The alternative approach in fitting the pattern of loss emergence is to abandon the 

parametric framework and avoid using models with the functional form fixed in advance. 

Instead, various nonparametric methods may be used such as the isotonic regression and Pool-
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Adjacent-Violators Algorithm (PAVA) described by (de Leeuw et al., 2009) and (Gamrot, 

2012), or spline functions discussed e.g. by (Judd, 1998). We presume the cubic spline as an 

example, but there is no obstacle to apply different smoothing. As in the case of parametric 

models (9)-(11), spline fitting is available in {stats}. 

 

3 Modeling loss reserves – the case study 

The loss triangle we examine is taken from (Mack, 1993). The cumulative version is 

presented in Table 1. 

Tab. 1: Loss traingle (in thousands) 

),( ji  1 2 3 4 5 6 7 8 9 10 Premium 

1 358 1125 1735 2183 2746 3320 3466 3606 3834 3901 10000 

2 352 1236 2170 3353 3799 4120 4648 4914 5339   10400 

3 291 1292 2219 3235 3986 4133 4629 4909     10800 

4 311 1419 2195 3757 4030 4382 4588       11200 

5 443 1136 2128 2898 3403 3873         11600 

6 396 1333 2181 2986 3692           12000 

7 441 1288 2420 3483             12400 

8 359 1421 2864               12800 

9 377 1363                 13200 

10 344                   13600 
Source: (Mack, 2003) 

In the first step of our estimation procedure we assess parameters of the growth curve from 

(9)-(11).  

Tab. 2: Parameters of growth curves 

Growth curie  Estimate s.e. t-value Pr(>|t|) 

  Weibull  1,32 0,08 15,88 0,00 

  Weibull 55,20 11,28 4,89 0,00 

  Loglogistic 1,37 0,10 13,41 0,00 

  Loglogistic 68,07 18,14 3,75 0,00 

  Gompertz 0,93 0,04 24,10 0,00 

  Gompertz 1,22 0,04 30,45 0,00 

  Gompertz 0,05 0,00 15,67 0,00 

 

In results presented in Table 2 all parameters are statistically significant at level 5%.  The 

fitted pattern of loss emergence is then as in Table 3 
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Tab. 3: Fitted patterns of loss emergence 

Development 
year j )(ˆ tGW  )(ˆ tGL  )(ˆ tGG  Ŝ - Spline 

1 76,94% 76,87% 77,65% 73,53% 

2 73,79% 73,74% 74,72% 72,26% 

3 67,22% 67,21% 68,29% 67,95% 

4 63,80% 63,82% 64,81% 65,31% 

5 58,52% 58,57% 59,28% 62,58% 

6 49,34% 49,45% 49,39% 51,50% 

7 41,73% 41,84% 41,11% 41,12% 

8 33,96% 34,03% 32,84% 32,71% 

9 16,57% 16,42% 16,17% 21,10% 

10 6,10% 5,86% 8,12% 6,75% 

 

The graphical presentation of fitted growth curves is shown in Fig. 2. 

Fig. 2: Plot of fitted patterns of loss emergence  

 

 

In every model, the goodness-of-fit statistics is calculated using (2), similarly as in (Clark, 

2003). The definitely lowest value is for spline 81.0ˆ 2 s  in comparing to three other models: 

37.18ˆ 2 G , 63.81ˆ 2 W , 4.281ˆ 2 L . Therefore, in further calculations we adapt Ŝ  values 

from Table 3.  
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Tab. 4: Estimated loss reserves 

upi
ˆ  Growth - spline Reported 

Estimated 

reserves iŷ  

5 791,46 17,30% 3 901 1 001,93 

6 023,12 18,57% 5 339 1 118,46 

6 254,78 22,88% 4 909 1 430,98 

6 486,44 25,52% 4 588 1 655,26 

6 718,09 28,25% 3 873 1 898,05 

6 949,75 39,33% 3 692 2 733,53 

7 181,41 49,71% 3 483 3 569,80 

7 413,07 58,12% 2 864 4 308,72 

7 644,73 69,73% 1 363 5 330,88 

7 876,39 84,08% 344 6 622,85 
Total 

68 339,23     
Total 

29 670,45 

 

Finally applying (6), (7) and growth curve with spline,  the estimated loss reserve is in total 

450 670 29ˆ Y .  

 

Conclusion 

The estimation of loss reserves using growth curve modeling is helpful alternative to 

investigate the pattern of losses emergence. The nonlinear model gives flexible method of 

estimation, in which changing the way of fitting growth curve is straighforward. In our 

research the normality of the disturbance was assumed, but the other distributions are possible 

by using generalized nonlinear least square. In ongoing research the variability of total loss 

reserve is under consideration. 
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