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Abstract 

In this study are described the principles of canonical correlation analysis as classical 

multivariate approach and partial least squares (also called robust canonical analysis or 

canonical covariance) methods in the two-set case. The possibilities of their numerical 

realization, based on spectral, resp. singular decomposition theories are studied together with 

a functional relation between canonical correlation analysis and partial least squares. Based on 

matrix decomposition theory we can conclude to paths of eigenvalues and eigenvectors, resp. 

singular values and singular vectors which describe the relation between both approaches. 

This also opens the possibility of regularization of canonical correlation analysis if input 

matrices are singular. The application part is concentrated on arrival tourism data of non-

residents and residents to the Czech regions. The paths of selected parameters are expressed 

together with first-order eigenvectors and their interpretation. A brief comparison of canonical 

correlation and partial least squares methods from the point of view of applicability in specific 

situations is also included. 
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Introduction 

Multivariate statistical techniques of canonical correlation analysis (CCA) and partial least 

squares (PLS) belong to the group of commonly applied methods and deal with processing, 

resp. assessing data matrices from various research disciplines such as pattern recognition, 

psychometry, biometry and chemical engineering. Note that, PLS methodologies are still 

rarely applied in econometry. CCA and partial least squares methods are up to now evolved 

and generalized and the number of original works published in a high-quality proceedings and 

journals proves their importance. The programs are published along with the theoretical 

background for numerical realization of such methods. 
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The first reference concerning CCA originates in a 1936 seminar paper by H. 

Hotelling (Hotelling, 1936), long before H. Wold published the basic concept of PLS in 1975 

(Wold, 1975). The PLS method (described below) is one of the ranges of approaches to PLS 

often called robust canonical analysis, or canonical covariance, closely related to canonical 

correlation. The basic difference in interpretation purposes of both methods is that CCA aims 

to find correlations between sets while partial least squares methodology deals with 

covariance structures. Generally, a significant part of the PLS methods use iteration 

approaches for solving optimization tasks, including non-linear ones. 

Contrary to partial least squares, the numerical realization of CCA is often problematic 

and unstable (Ewerbring & Luk, 1989; Yamamoto et al., 2008; Hardoon, Szedmak & Shawe-

Taylor, 2004). The case of singularity or near-singularity of data caused by both small-sample 

problem and/or collinearity within individual data sets (statistically, the case of violation of 

input assumptions) are the frequent reasons of disrupting numerical computations of canonical 

correlation analysis. To overcome this problem many solutions were proposed of which the 

most used is regularized canonical analysis (rCCA) (Vinod, 1976). Because the manually 

predefined change of computational matrices (by regularization) can significantly decrease 

the stability of the classical CCA algorithm and also due to statistically difficult interpretation 

of such results, PLS algorithm is set as a competing approach by some authors (Wegelin, 

2000; Yamamoto et al., 2008). 

The methods in this study are applied to the Czech Republic arrival tourism data. We 

divide visitors of individual regions to non-residents and residents and study the basic 

relations between both data sets. The main idea is to reveal similarity of profiles (after 

standardizing the data) between arrivals on the fundamental year scale. 

The data presented are complicated in the nature. They suffer from the case of small-

sample problem and also from collinearity within sets. Our attention is concentrated on the 

PLS approach, which has been negligible adopted in the tourism literature with seldom 

publications. The PLS method is fully the method of choice in this study. Only limited notes 

dealing with matrix analysis theory to formulate the relationship between CCA and partial 

least squares are still available whose basics are noted here. In the applications, we use 

significant eigenvalues of both methods, but we explain only first eigenvectors. According to 

(Wegelin, 2000), many PLS approaches give the same results for first-order analyses. 

Chapters 1 and 2 consist of mathematical descriptions of CCA, rCCA and PLS 

methods and their relationships using paths of eigenvalues and eigenvectors in dependency on 
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parameter. Chapters 3 and 4 describe the experiment with arrival tourism data divided into 

non-residents and residents. Concluding remarks are also considered. 

 

1 Algebraic approach to CCA and PLS 

Let us introduce two random vectors  ,...,,, 21 rxxx   ....,,, 21 syyy  The task of CCA method 

is finding a linear combination of the elements of this vectors in such a way that resulting 

random variables (latent variables) reach a maximum correlation (Krzanowski, 2000). The 

random sample of observations ii yx ,  of range n  is usually available, which we consider here 

as standardized. We mark corresponding matrices as X  of type ),( rn  and Y of type ),,( sn  

columns are variables, rows correspond to observations. 

Algebraically, the CCA method wishes to finds vectors ,r
x Ru  sRyu  maximizing 
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Lagrange multipliers method guarantees the existence of numbers   21  such that 
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Analogically to CCA, at PLS method we find vectors ,r

x Ru  sRyu  maximizing 
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Stationary solution is given by the system 
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We can rewrite the system (2) by matrix representation 
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This is the generalized task of eigenvalues of a symmetric matrix. In regular case, we solve a 

generalized eigenproblem using its inversion transform to the standard eigenproblem and then 

using e.g. Cholesky decomposition to a standard task with the symmetric matrix (see below). 



The 7th International Days of Statistics and Economics, Prague, September 19-21, 2013 

940 
 

The problem arises when this matrix is singular, viz (Golub & Van Loan, 1996; sub-chapt. 

7.7). Such a situation can be solved by regularization. 

The system (4) can be rewritten as 
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The entries (4), resp. (6) are the problems for finding singular values and singular vectors of 

matrix ,YX   viz (Harville, 1997; Golub & Van Loan, 1996).1 

Matrices ,XX   YY  are positive definite (thus regular) if ),,max( srn   ,)( rXh   

.)( sYh   Moreover in such a case .),min()( hsrYXh   The task (1) maximizes a quantity 

yx uu YX   on ellipsoids, task (3) on unit spheres in ,rR  resp. sR  given by a subset of 

optimization problems (1) and (3). System (2) can also be transformed to an eigenproblem of 

symmetrical matrices using Cholesky decomposition (Hardoon, Szedmak & Shawe-Taylor, 

2004) or using the square root of matrix (Ewerbring & Luk, 1989). 

Let ,xxTTXX   yyTTYY   where ,yT  yT  are lower triangular matrices with positive 

diagonal elements; using substitution ,xxxT vu 


 yyyT vu 
  we can rewrite (2) as 
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This is the system for finding eigenvalues of symmetrical matrices. The problem (7) has h  

nonzero eigenvalues for which .0...1 22
2

2
1  h  Numbers 0i  correspond to 

eigenvalues of (2) which are realized in the given eigenvectors. System (7) can also be solved 

by singular decomposition of ,A  viz (Ewerbring & Luk, 1989; Golub & Van Loan, 1996). 

The case of singular or near-singular matrices ,XX   YY   in CCA is operated by 

various ways. One basic step is the regularization approach where ,XX  YY   matrices in the 

denominator of (1) are removed by ,xIXX   ,yIYY   where yx II ,  are identity matrices 

and   is a small nonzero parameter. In this study, the other solution is used, i.e. the convex 

combination as ,)1( xIXX    .)1( yIYY    The notation of regularized task and its 

solution is realized in accordance with the original solution. 

                                                             
1 The results of matrix theory are presented in (Harville, 1997), the solution of its numerical realization in (Golub 
& Van Loan, 1996). 
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2 Functional relation of CCA and PLS 
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where 1,0  is the parameterization of the abscissa (in the dimension of matrices) with 
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If matrix )0(B  is positive definite then )(B  is positive definite at .1,0  This task for 0  

gives CCA, for 1  it gives the partial least squares. 

The description of functional relation between CCA and PLS means to assign spaces 

of continuous, smooth, resp. analytical functions in whose lie paths of vector functions ),(  

),(xu  ).(yu  Those paths are solutions of system (9). 

In this study we describe only smooth paths of system (9). For this reason we rewrite 

(9) into the form by using symmetrical matrices 
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Due to (Harville, 1997; theorems of sub-chapt. 15.8), the elements of matrices in (10) are 

smooth functions at .1,0  According to (Harville, 1997; sub-chapt. 21.15) the path 

  )(),(),(  jyjxi uu  (11) 

 
of system (10) is the smooth function at 1,0  if eigenvalue )(i  is simple at .1,0  The 

existence of analytic paths does not require the existence of simple eigenvalues, viz (Bunse-

Gerstner at al., 1991). 

In the case of a small-sample problem, and in the case of strong collinearity, the 

matrices ,XX   resp. YY   are singular or near-singular. This situation is solvable by rCCA. 
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We choose small .0  The result of (10) for 0   removes the solution for 0  which 

is not unique. The functional relation is studied at .1,0  The structure of the spectrum given 

by (5) in the case when ,XX   resp. YY   are singular is described, e.g. in (Golub & Van Loan, 

1996). 

 

3 Experimental 
 

3.1 Database considered 

In this study, we used arrival tourism data into 14 Czech regions.2 The main purpose is to find 

a similarity in the annual profiles between arrivals of non-residents and residents during the 

years 2003 – 2011, and to reveal the basic features of the functional relation of CCA and 

partial least squares method. We use the Czech statistical office database (CSO database, 

2013). Those statistics are investigated at all collective tourist accommodation establishments 

using a questionnaire survey. An effective Directive 95/57/EC of 23 November 1995 on the 

collection of statistical information in the field of tourism (Council Directive, 1995) is valid 

within the EU. 

 
3.2 Methodology 

We process the tourism data using the multivariate canonical correlation and PLS methods. 

Because the data sets are singular (suffering from a small-sample problem; )14,9  srn  

and also collinear, the regularized approach (with the parameter )01.0  to canonical 

correlation analysis is used. The functional relation is expressed through the paths of both 

methods depending on the parameter. Only the first eigenvectors are briefly discussed, 

although the higher-order eigenvectors can be interpreted in quite a similar way. First-order 

analyses are equal in many PLS approaches. We use MATLAB7 (Mathworks, Natick, MA, 

USA) environment and programs written solely by the authors of this study. 

 

4 Results and discussion 

By the preliminary inspection of data, Praha and Karlovarský regions are less influenced by 

economic crisis from the second half of 2008 through the end of 2009. Also, about 57% of 

non-residents visit only Prague, the Czech capital. 

                                                             
2 The abbreviations are considered according to Czech classification, i.e. PHA – Praha, STC – Středočeský kraj, 
JHC – Jihočeský kraj, PLK – Plzeňský kraj, KVK – Karlovarský kraj, ULK – Ústecký kraj, LBK – Liberecký 
kraj, HKK – Královéhradecký kraj, PAK – Pardubický kraj, VYS – Vysočina, JHM – Jihomoravský kraj, OLK – 
Olomoucký kraj, ZLK – Zlínský kraj, MSK – Moravskoslezský kraj. 
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We mark arrivals of non-residents as x-set and of residents as y-set. As is mentioned 

earlier, the investigated data sets suffer from the small-sample problem and also from 

collinearity. Figure 1 shows the eigenvalues of term (9) for small   which corresponds to 

rCCA. Figure 2 shows eigenvalues of (9) for 1  which corresponds to PLS. Figure 3 

demonstrates the paths of eigenvalues at .1,0  The eigenvalues are of norm considering first 

step (rCCA). 

 
Fig. 1: rCCA eigenvalues Fig. 2: PLS eigenvalues 

 

 Source: author 

 

 Source: author 

                                           Fig. 3: Path of eigenvalues 

 

                                                    Source: author 

 
Because of the high extent of collinearity within sets, .nh   The presence of collinearity is 

indicated by the values of determinants of within sets, both of orders .10 98  If the interest is 

dimension reduction, as is frequently demanded in statistical methodologies, Figures 1, 2 and 

3 indicate the more suitable alternative to choose   close to 1, or just .1  

Figures 4 and 5 show processes of paths for individual eigenvectors expressed of unit 

norm. Because the eigenvalues are simple, the paths are smooth. 
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For the interpretation purposes we present first eigenvectors for both sets. In the 

similar way can be interpreted the remaining eigenvectors. The initial and final points of the 

paths in Figures 4 and 5 agree with values given in Table 1. The coefficients of both of 

analyses close to or exceeding 0.3 (in absolute values) are considered as significant. 

 
Fig. 4: Eigenvectors path of x-set Fig. 5: Eigenvectors path of y-set 

 

 Source: author 

 

 Source: author 

 
Tab. 1: Coefficients of two-set methods 

PHA STC JHC PLK KVK ULK LBK HKK PAK VYS JHM OLK ZLK MSK 

rCCA – non-residents 
-0.49  0.29 -0.14  0.08 -0.02  0.45  0.32  0.23  0.32  0.22 -0.22  0.20  0.20  0.05 

residents             
-0.51  0.19  0.16 -0.09 -0.58 -0.11  0.00  0.33  0.06  0.19  0.16  0.16  0.28  0.22 

PLS – non-residents 
-0.27  0.34  0.07  0.09 -0.21  0.34  0.36  0.33  0.27  0.31 -0.07  0.33  0.33  0.12 

residents             
-0.34  0.27  0.31  0.11 -0.33  0.11  0.27  0.33  0.07  0.30  0.10  0.31  0.33  0.31 

Source: author 

 
We reveal basic relations (similarity of profiles) between both sets in the usual way dealing 

with magnitudes and signs of individual elements of eigenvectors. 

For rCCA analysis we can see that only Praha region and Královéhradecký region 

(with a lower value of coefficient for non-residents and opposite profile to Prague) have 

significantly similar profiles for arrivals of non-residents and residents on first latent 

variables. On the other hand, Ústecký, Liberecký and Pardubický regions (with opposite 

profile to Prague) from non-residents, and Karlovarský region (with similar profile to Prague) 

from residents have dissimilar profiles to their counterparts from the second set. 

The results of PLS method reveals that Praha, Středočeský, Karlovarský, Liberecký, 

Královéhradecký, Vysočina, Olomoucký and Zlínský regions show similar profiles for 
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arrivals of non-residents and residents, although some of regions prove opposite profiles to 

the others and also demonstrate lower values of coefficients. On the other hand, Ústecký and 

Pardubický regions from non-residents, and Jihočeský and Moravskoslezský regions from 

residents did not prove similar profiles to their counterparts from the second set. 

 

Conclusion 

Although both methods (rCCA and PLS) reveal similar results in first-order eigenvectors, the 

PLS method is preferred in the present case because of singularity of data (small-sample 

problem). Also the collinearity within sets unambiguously disrupts the assumptions for 

applying canonical correlation-based methodologies. The processes of individual eigenvalues 

and eigenvectors reveal their smooth paths which result is in accordance with the presented 

theory. We reveal many similar profiles in arrival tourism data divided into non-residents and 

residents mostly for the same regions of the Czech Republic. We can conclude similar 

behaviour of those two sets of tourists for Praha, Středočeský, Karlovarský, Liberecký, 

Královéhradecký, Vysočina, Olomoucký and Zlínský regions. Praha and Karlovarský regions 

prove different profiles from the rest, reading from the PLS analysis. The interpretation of 

eigenvalues and eigenvectors for dimension reduction is very useful in this particular tourism 

data processing approach. 
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